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ABSTRACT. Grouping together similar elements in datasets is a common task in data mining
and machine learning. In this paper, we study streaming algorithms for correlation clustering,
where each pair of elements is labeled either similar or dissimilar. The task is to partition the
elements and the objective is to minimize disagreements, that is, the number of dissimilar
elements grouped together and similar elements that get separated.

Our main contribution is a semi-streaming algorithm that achieves a (3+¢€)-approximation
to the minimum number of disagreements using a single pass over the stream. In addition, the
algorithm also works for dynamic streams. Our approach builds on the analysis of the PIVOT
algorithm by Ailon, Charikar, and Newman [JACM’08] that obtains a 3-approximation in the
centralized setting. Our design allows us to sparsify the input graph by ignoring a large portion
of the nodes and edges without a large extra cost as compared to the analysis of PIVOT. This
sparsification makes our technique applicable in models such as semi-streaming, where sparse
graphs can typically be handled much more efficiently.

Our work improves on the approximation ratio of the recent single-pass 5-approximation
algorithm and on the number of passes of the recent O(1/¢)-pass (3+¢€)-approximation algorithm
[Behnezhad, Charikar, Ma, Tan FOCS’22, SODA’23]. Our algorithm is also more robust and can
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be applied in dynamic streams. Furthermore, it is the first single pass (3 + €)-approximation
algorithm that uses polynomial post-processing time.

1. Introduction

In this paper, we consider the correlation clustering problem introduced by [10], where the goal
is to group together similar elements and separate dissimilar elements. We model the similarity
as a complete signed graph G = (V, E* U E7), where a positive edge {u, v} = e € E* indicates that
uand v are similar. In case e € E™, the edge is negative and the nodes are dissimilar. The goal is to
minimize the disagreements, where a disagreement is induced by grouping together dissimilar
nodes or separating similar ones. As pointed out by [19], it is typically the case that the set of
negative edges is much larger than the set of positive edges. Hence, in this paper, we identify the
input graph with the set of positive edges, i.e., G = (V, E*) and the negative edges are defined
implicitly™. Correlation clustering is a natural abstraction for central problems in data mining
and machine learning such as community and duplicate detection [5, 18], link prediction [30],
and image segmentation [27]. A key feature of correlation clustering, as opposed to, for example,
the standard k-means clustering, is that the number of clusters is not predetermined.

As the volume of data sets is growing fast, there is an increasing demand for sublinear
solutions to clustering problems. Our main contribution is a novel sparsification technique,
where we turn an input graph of n nodes and m edges into a sparse representation of O(n) bits2.
We show how to find a (3 + €)-approximate clustering of the original graph by only processing
the sparsified graph. This approach is appealing for many models of computation tailored for
processing massive data sets such as semi-streaming, where the working space is much smaller
than the size of the input graph. We measure the space as words of O(log n) bits, which is just
enough to store an identifier of an edge. We now state our main result and then, introduce the

semi-streaming model and related work.

THEOREM (Main Theorem, informal version). There is a single-pass semi-streaming algorithm
that obtains a (3 + €)-approximation to correlation clustering. The algorithm works even for
dynamic streams. The approximation guarantee holds in expectation and with high probability?3.

State-of-the-Art in Semi-Streaming. In graph streaming, the input graph is given to the
algorithm as an edge stream [25, 26, 28]. In the semi-streaming setting, the algorithm has O(n)

1 We can instead identify the input graph with G = (V, E*) i.e. the set of negative edges. This does not make a difference
for dynamic semi-streaming as we can modify the stream to first add edges between all vertex pairs, and then the
stream of negative edges can be interpreted as edge deletions.

2 The O(f(n))-notation hides polylogarithmic in n terms.

3 An event holds with high probability, w.h.p., if it holds with probability at least 1 — n~¢ for a desirably large constant
c>1.
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working space to store its state. The goal is to make as few passes over the edge-stream as
possible, ideally just one. It is well known that there is a strong separation between one and
two passes for problems like deterministic coloring [6] and minimum cuts [7]. In the case of
many problems, such as matching approximation or correlation clustering, simply storing the
output might demand Q(n) words.

For correlation clustering, it has already been observed in [1, 13] that by allowing exp-
onential-time computation, one can first run a streaming algorithm that computes an O(n)-sized
sketch of the graph that approximately stores the values of all cuts [3] and to then brute-force a
solution by iterating over all possible clusterings. In this way, one obtains a (1+¢&)-approximation
algorithm that uses O(n/e%) space and a single pass even for dynamic streams. Note that
since correlation clustering is APX-hard [17], unless P = NP, exponential-time computation is
necessary for obtaining a (1 + ¢€)-approximation. The focus has therefore been on designing
polynomial-time algorithms that achieve a constant approximation ratio.

Constant approximation ratios have been reached by using the sparse-dense decomposi-
tion [20, 9] in single-pass semi-streaming. On the downside, the approximation ratios, while
being constant, are very high. In the case of [20], they obtain an approximation ratio over 700,
the ratio of [9] is over 6400. An O(1/¢)-pass semi-streaming algorithm was given that obtains a
(3 + €)-approximation to correlation clustering in [12]. A 5-approximation was given using just
a single pass [13]. Chakrabarty and Makarychev [16] improve the single-pass 5-approximation
algorithm of [13] to obtain a (3 + €)-approximation. For insertion-only streams, the algorithm of
[16] only requires O(n) words of space, whereas our algorithm in this case requires O(nlog? n)
words of space. However, a downside of the recent works by [12, 13, 16] is that they do not work
in dynamic streams. Our algorithm and its analysis are more robust in the sense that they can
be adapted to dynamic streams by using standard techniques.

REMARK 1.1. Subsequent to our work, the approximation ratio has been improved to 1.876
by [23] using sublinear space in the streaming setting.

11 Related Works on Correlation Clustering

In the centralized setting, finding an optimal clustering that minimizes disagreements is known
to be NP-hard [10], which motivates the study of approximation algorithms. We note that there
is another variant of the correlation clustering problem where we are interested in maximizing
agreements. An agreement corresponds to clustering together positive edges and separating
negative edges. This variant is also NP-hard since the optimum solutions are the same for
the maximization and the minimization problems. However for approximate solutions, the
two variants are very different. For maximizing agreements, a trivial algorithm consisting in
forming one single cluster or only single node clusters yields a 1/2-approximation. Furthermore,
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0.7664-approximation and 0.7666-approximation algorithms are known, even for weighted
graphs [29, 17].

In this paper, we focus on the minimizing disagreements problem. The first work to
breach the integrality gap of 2 for the standard LP relaxation of the problem was due to [22,
21], it gives an approximation ratio of (1.73 + ¢) through rounding a solution to the Sherali-
Adams relaxation. The current state-of-the-art approximation ratio is 1.437 due to [15], which is
obtained by rounding the solution to the cluster LP. The cluster LP is exponentially-sized but
it can be approximately solved in polynomial time and it has the advantage that we can do
rounding without having to deal with correlated rounding errors.

The simple and well-known PIVOT algorithm, yields a 3-approximation [4] and is not based
on solving an LP. The PIVOT algorithm works as follows.

— In each sequential step, pick a node u uniformly at random.
— Create a cluster C that contains u and all of its neighbors in the current graph.
— Remove C from the graph and recurse on the remaining graph.

An equivalent formulation is through a randomized greedy Maximal Independent Set (MIS),
where we pick a random permutation of the nodes and iterate over the nodes according to the
permutation. In each step, the current node v is selected to the MIS and its neighbors removed
from the graph, unless v was removed in an earlier step. Through the randomized greedy MIS,
one can obtain an O(loglog A)-pass algorithm for a 3-approximation in semi-streaming [1].

Due to this connection to MIS, implementing the PIVOT algorithm in semi-streaming is
also provably hard. There is an Q(n?) space lower bound for computing an MIS in a single-pass
of a stream of edges [24] and any semi-streaming algorithm using O(n - poly log(n)) space for
finding an MIS with constant probability of success requires 2(loglog n) passes [8]. Nevertheless,
variants of the PIVOT algorithm have been successfully shown to achieve good approximations.
Our algorithm, and the works of [12, 13, 16] discussed earlier are all variants of the PIVOT
algorithm.

Prior Work and Dynamic Streams We now elaborate on the details of [13, 16] and explain
why it does not extend to dynamic streams. To compute the 5-approximation, [13] first picks a
random permutation of the nodes and for each node maintains a pointer to the neighbor with the
smallest rank in the permutation throughout the stream. A partial clustering is obtained based
on these pointers and then unclustered nodes are put into singleton clusters. The algorithm has
a linear space requirement for insertion-only streams. The authors of [16] improve on this work
by implementing a similar scheme but keep track of the k smallest rank neighbors for each node.
They show that this extension gives a (3 + O(1/k))-approximation. Their approach requires
O(kn) words of space in insertion-only streams. However, finding the smallest rank neighbor for

each node seems fundamentally challenging since computing a minimum in dynamic streams
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is provably hard. Our algorithm on the other hand can be implemented in dynamic streams
with only a poly log n space overhead, while giving the same (3 + €)-approximation guarantee.

1.2 A High Level Technical Overview of Our Contributions

Our main contribution is a graph sparsification technique inspired by the approaches that
simulate the greedy MIS to approximate correlation clustering. In the previous aforementioned
works based on directly simulating the greedy MIS, the progress guarantee is given by a double
exponential drop in the maximum degree or the number of nodes in the graph leading to
O(loglogA) and O(loglog n) pass algorithms. Moreover, the handle used to obtain this degree
drop is the following: Consider the random permutation over the nodes. After processing the
first t nodes, we can guarantee that the maximum degree is at most O(nlogn)/t w.h.p. (see for
example [1]). Furthermore, after the maximum degree is d, a prefix of length roughly n/vd of
the random permutation contains O(n) edges. Then we can iterate over the permutation and
get the guarantee that the maximum degree of the remaining graph is O(Vd log n).

For a single pass semi-streaming algorithm, this approach seems fundamentally insuffi-
cient, as it relies on the progress related to the maximum degree of the graph. In our approach,
we give a modified process that effectively gives a 3-approximation in expectation (as in the
greedy process), but only for almost all nodes. For this exposition, suppose that we have a d
regular graph for a sufficiently large d. After we process the “prefix” containing the first @(n/d)
nodes in the permutation, we expect that the degree of each node u has dropped by a significant
factor or a neighbor of u has joined the MIS.

The key idea is that if a node u is not part of this prefix, it is unlikely to join the MIS
after this prefix is processed. We leverage this idea as follows. Prior to the simulation of the
randomized greedy MIS, we “set aside” all nodes whose rank in the permutation is considerably
larger than n/d. The graph on the nodes with rank at most n/d corresponds roughly to a set of
nodes sampled with probability 1/d, which we show to contain 5(n) edges.

We process the prefix graph (i.e. the graph induced by sampled nodes) by running a greedy
MIS algorithm on it. This corresponds to running the PIVOT algorithm on the prefix graph that
does not contain any nodes that are set aside. From prior work [4], we almost immediately get
that we do not lose more than a factor of 3 from the optimum on the nodes clustered by the MIS
on the sampled graph (Lemma 3.6).

For the nodes that are set aside, we need more work. By carefully choosing the prefix
length, we show that the degree of each node in the input graph drops by at least a factor
of (1 — ¢), with high probability, due to the greedy MIS (Lemma 3.7). We can charge each
edge e between a PIVOT node and a node set aside to the greedy MIS analysis. We then give
a counting argument that shows that only an ¢ factor of the edges are between the nodes set
aside (Lemma 3.9). Hence, we can charge those to the PIVOT analysis and pay only an additive
¢ factor in the approximation.
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By setting the sampling probability appropriately, this line of attack works also for the
non-regular case. This idea is the basic building block for our results. We note that in this
sampling step, we add a log n and an ¢ term into the sampling probability in order to obtain a
degree drop large enough for our approximation analysis and to make sure all guarantees hold
with high probability.

1.3 The Semi-Streaming Model.

In the semi-streaming model, the input graph is not stored centrally, but an algorithm has access
to the edges one by one in an input stream. A single-pass semi-streaming algorithm has O(n)
working space that it can use to store its state and is allowed to go through the stream only once.

In the dynamic setting, the input stream consists of arbitrary edge insertions and deletions.
Formally, the input stream is a sequence S = (sy, Sy, ...) Where s; = (e;, §;) where e; encodes
an arbitrary undirected edge and §; € {-1,1}. The multiplicity of an edge e is defined as
fe = Xi:e=e 6i- Since the input graph is simple, we assume that f, € {0, 1} throughout the stream
for all e. At the end of the stream, we have f, = 1 if e belongs to the input graph and 0 otherwise.
In the insertion-only setting, the input stream consists only of edge insertions, i.e. §; = 1 for all i.

For the sake of clarity, we describe here how the stream of edges is chosen. We assume that
the graph is fixed before the algorithm executes, but the edges updates arrive in an adversarial
order. The edge updates are revealed by the adversary, depending on the choices made by the
algorithm so far. Although it is not explicitly stated, [13, 16] assume this setting for insertion-only

streams. Our algorithm also works in this setting even for dynamic streams.

Organization of the Paper

The paper is organized as follows. In section 2, we introduce the Truncated-Pivot algorithm
(Algorithm 1) for correlation clustering and show how it can be implemented in a single-pass
in the dynamic and insertion-only semi-streaming models. In section 3, we show that the
Truncated-Pivot algorithm returns a (3 + €)-approximation of an optimum clustering.

2. The Truncated-Pivot Correlation Clustering Algorithm

In this section, we give the Truncated-Pivot algorithm for correlation clustering, which forms
the basis for the semi-streaming implementation. The high-level idea of our algorithm is to
compute a randomized greedy MIS with a small twist. Informally, we exclude nodes whose
degree is likely to drop significantly before they are processed in the greedy MIS algorithm,
where the MIS nodes will correspond to the PIVOT nodes, or simply pivots. This then allows us
to effectively ignore a large fraction of the nodes that will never be chosen as pivots.
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Input: Graph G = (V,E"), each node v €V knows its degree deg(v)

in G
1: Fix a random permutation m over the nodes.
2: Initially, all nodes are unclustered and interesting.
3 A node u marks itself uninteresting if m, > 1, where T, = g-%
4: Let Gstore be the graph induced by the interesting nodes.
5: Let 7 be the output of running greedy MIS on Gstore With ordering .
6: Nodes in 7 become cluster centers (pivots).
7: Each node u eV \ 7 joins the cluster of the smallest rank pivot

neighbor v, if m, <7,.
8: Each unclustered node forms a singleton cluster.

Algorithm 1. Truncated-Pivot

In Section 3 we will prove the following theorem that gives a guarantee on the cost of the
clustering returned by Algorithm 1.

THEOREM 2.1 (Main Theorem, formal version). For any € € (0,1/4), the Truncated-Pivot
algorithm (Algorithm 1) is a (3+¢)-approximation algorithm to the Correlation Clustering problem.
The approximation guarantee is in expectation.

2.1 Implementation in Dynamic Streams

Here we describe and analyze Algorithm 2, which implements Truncated-Pivot in the dynamic
semi-streaming model. We begin with the observation that in order to simulate Algorithm 1,
we only need to store the edges incident to interesting nodes. This is because we run a greedy
MIS on the graph induced by the interesting nodes, and in Line 7, we only cluster vertices that
are neighbors of pivot (i.e. interesting) nodes.

According to Line 3 of Algorithm 1, a node u marks itself uninteresting if 7, > 7, where
T, = cnlogn/e deg(u). This is equivalent to saying that u marks itself uninteresting if deg(u) >
o, where g, = cnlogn/em,. Therefore, if the stream was insertion-only, we could only store the
edges of u as long as deg(u) < oy,.

The main challenge with dynamic streams is that we need to keep track of the incident
edges of a node even if deg(u) > oy, because its degree could go down later in the stream, and

it could become interesting again. To overcome this, we will maintain a k-sparse recovery data
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structure for the incident edges of each node, that allow us to recover the (< g,) incident edges
of each interesting node u at the end of the stream deterministically. This strategy is described
more formally in Algorithm 2.

The following lemma describes a deterministic k-sparse recovery data structure, which
follows from Lemma 9 in [11] (by substituting n = k, u = n, and r = 1 for our use case).

LEMMA 2.2 (Lemma 9, [11]). There exists a deterministic data structure, k-sparse recovery
with parameter k, that that maintains a sketch of stream I (involving insertions and deletions of
elements from [n]) and can recover all of I’s elements if I contains at most k distinct elements. It
uses O(k log n) bits of space and can be updated in O(log? k) amortized operations.

Note that Lemma 2.2 does not give any guarantees if the stream contains more than k
distinct elements. In this case, the output might be something completely meaningless. But in
our use case, this only happens for uninteresting nodes, and we don’t want to recover their
incident edges anyway. Therefore, we are able to deterministically recover all the edges incident

on interesting nodes at the end of the stream.

Input: Graph G = (V,E) as a dynamic stream of edge insertions and

deletions
1: Fix a random permutation m over the nodes.
2: Initially, all nodes u are unclustered and interesting, deg(u) =0,
and g, = ¢ - ”';’%
3: For each node u, we initialize a o,-sparse recovery data structure

for the adjacency vector of u (the row of the adjacency matrix of G
that corresponds to u).

4: Upon receiving the i element of the stream, s; = (e;, ;) where
e; = {u,v}, we update deg(u), deg(v), and the sparse recovery data
structures associated with v and v.
At the end of the stream:

5: A node u marks itself uninteresting if deg(u) > g,.

6: We retrieve all incident edges of interesting nodes using the
o,-sparse recovery structures for all u.

7: Simulate Lines 4 to 8 of Algorithm 1.

Algorithm 2. Dynamic Semi-Streaming Truncated-Pivot
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We now prove a bound on the space requirement of Algorithm 2. Note that for insertion-
only streams we can get the same space guarantee by simply storing the (< g,) incident edges
of all interesting nodes u.

LEMMA 2.3. Algorithm 2 requires O(nlog®(n)/e) words of space.

PROOF. For node u, o,-sparse recovery requires O(o, - logn) bits of space, where g, =
cnlog n/em,. Since, each node requires one single g,-sparse recovery structure, the total amount
of memory required to store and maintain all g,-sparse recovery structures throughout the
algorithm is:

S cnlog?ln cn., , <1 3
MZE:VGu logn ; P - log“n ;i O(nlog’n/e)
because the n'" harmonic number is H,, = O(log n). For each node, storing the current degree
and the node identifier only requires O(log n) bits of memory, which makes the memory nec-
essary for the algorithm O(nlog> n/¢) bits. Since each word contains O(log n) bits, the lemma
follows. n

THEOREM 2.4. Algorithm 2 computes a (3 + €)-approximation in expectation of an optimum
clustering in a single pass of the dynamic semi-streaming model, and it requires O(nlog®(n)/e)
words of space.

PROOF. By Lemma 2.2, in Algorithm 2, all edges with an interesting endpoint can be recovered.
Hence, Algorithm 2 works with the same set of edges as Algorithm 1 when computing the
clustering, thus implying that both algorithms return the same clustering.

Since Theorem 2.1 implies that Algorithm 1 outputs a clustering with expected cost that
is a (3 + ¢)-approximation, then Algorithm 2 does as well. Additionally, Lemma 2.3 states that
Algorithm 2 requires O(nlog?(n)/e) words of space throughout the stream. u

REMARK 2.5. We can run Algorithm 1 independently O(logn) times and return the best
solution to get a w.h.p. approximation guarantee using standard probability amplification argu-
ments. This adds an additional log n factor to the space requirement. The lowest cost clustering
can be found in the same pass by (approximately) evaluating the cost of each clustering on a
cut-sparsifier [2] (see Appendix A of [13] for more details).

3. Approximation Analysis of Truncated-Pivot

The goal of this section is to prove the approximation guarantee of the Truncated-Pivot algorithm.
For a more comfortable analysis, we prove the approximation guarantee for a sequential version
that produces the same output as Algorithm 1 for each permutation. Following is the main
result of this section.



10 / 19

TheoretiCS M. Cambus, F. Kuhn, E. Lindy, S. Pai, J. Uitto

THEOREM 3.1. For any € € (0,1/4), Sequential Truncated-Pivot (Algorithm 3) is a (3 + €)-
approximation algorithm to the correlation clustering problem. The approximation guarantee is

in expectation.

A Sequential Process. Consider the following (sequential) algorithm and refer to Algorithm 3
for a pseudocode representation. Initially, each node is considered active. For each node u, we
store the degree deg(u) of u in the input graph. We pick a random permutation sz on the nodes
and in each iteration, we pick a node following the permutation. If this node is still active, it
is chosen as a pivot and we create a pivot cluster consisting of the pivot node and its active
neighbors (Line 7 of Algorithm 3). The clustered nodes then become inactive and will not be
chosen as pivots later.

Input: Graph G = (V,E*), each node is active in the beginning. Let
deg(u) = |N(u)| be the initial degree of node u

1: Pick a random permutation m over the nodes.

2: for iteration i=1,2,... > [terate over it
3: do

4: Let ¢ = % . nlc;gn > ¢ is a well-chosen constant.
5: Let u €V be the i node in m.

6: Each active node v with deg(v) > £ becomes inactive and creates

a singleton cluster

7: If v is active, create a pivot cluster C consisting of v and
its active neighbors.

8: Each node in C becomes inactive.

Algorithm 3. Sequential Truncated-Pivot

Additionally, in iteration i, we check whether each active node v has a degree significantly
larger than (nlogn)/i. If so, we expect that the previous pivot choices have removed a large
fraction of the neighbors of v from the graph. In this case, v becomes a singleton cluster (Line 6
in Algorithm 3) and we charge the remaining edges of v to the edges incident on neighbors that
joined some pivot clusters in previous iterations. Notice that the edges of v that got removed
before iteration i can be due to a neighbor joining a pivot cluster or due to creating a singleton
cluster. As a technical challenge, we must show that most of the neighbors joined pivot clusters.
Before the approximation analysis, we show in Lemma 3.2 that Algorithm 1 and Algorithm 3
produce the same clustering if they sample the same random permutation.
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3.1 Equivalence with Truncated-Pivot

LEMMA 3.2. Fix a (random) permutation it over the nodes of G = (V, E). Running the Sequential
Truncated-Pivot (Algorithm 3) with mt outputs the same clustering as running the Truncated-Pivot
(Algorithm 1) with .

PROOF. Our goal is to show that both algorithms output the same clustering. First, we show
that in both cases, the singleton clusters are the same. Then, we show that in both cases the
greedy MIS runs on the same subgraph, hence outputting the same pivot clusters.

Consider a node u that is active in the beginning of iteration i (i < ), and becomes a
singleton cluster due to Line 6 of Algorithm 3. By definition, i is the smallest integer such that
deg(u) > ¢ - ¥ and therefore, i = [7,]. Since i < 71, we have deg(u) > ¢ - ﬂiu, which corresponds
to u being uninteresting in Algorithm 1. Since u is in a singleton cluster; it did not join any pivot
cluster, implying that no neighbor of u was picked as a pivot before u became a singleton cluster
(i.e. Yv € N(u),m, > i or v was clustered before iteration ,). Hence, no neighbor v of u s.t.
m, < [7,] becomes a pivot. Since 7, is an integer, this is equivalent to saying no neighbor v
of u s.t. m, < 7, becomes a pivot, so by Line 7 of Algorithm 1, u creates a singleton cluster in
Algorithm 1 as well.

Now consider a node u that creates a singleton cluster in Algorithm 1. Node u must
have been labeled uninteresting (implying 7, > 7,), and u can neither be a pivot nor have a
neighboring pivot v satisfying i1, < 7,. By definition of 7, iteration [7,] is the smallest iteration
such that deg(u) > £ - ﬁ This implies that u must be active at the beginning of iteration [7,]
in Algorithm 3, and forms a singleton cluster in that iteration.

Since the nodes forming singleton clusters in both algorithms are the same, the subgraph
induced by nodes not forming singleton clusters G [V \ V*I"| is the same in both cases. Both
algorithms find a greedy MIS on G [V \ V*I"|, which implies that the pivot nodes will be the same
in both cases. Finally, we observe that in both algorithms, a non-pivot node u joins the cluster
of the first neighbor v s.t. 1, < 7,. Hence, the pivot clusters are the same for both Algorithm 3

and Algorithm 1. m

3.2 Analyzing the Pivot Clusters

As the first step of our approximation analysis, we bound the number of disagreements caused
by the pivot nodes and their respective clusters. The analysis is an adaptation of the approach
by [4], where we only focus on a subset of the nodes.

Recall the PIVOT algorithm [4] that computes a greedy MIS. Initially, each node is con-
sidered active. The PIVOT algorithm picks a random permutation of the nodes and iteratively
considers each node in the permutation. For each active node u (iterating over the permutation),
PIVOT forms a cluster with the active neighbors of u. The cluster is then deleted from the graph
by marking the nodes in the new cluster inactive. This is repeated until the graph is empty, i.e.,
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all the nodes are clustered. The PIVOT algorithm gives a solution with the expected cost being a
3-approximation of the optimum solution.

The 3-approximation given by the PIVOT algorithm is due to the nature of the mistakes
that can be made through the clustering process. Consider u,v,w € V: if e; := {u,v} and
e; = {v,w} are in E* but e3 := {w, u} € E-, then clustering those nodes has to produce at least
one mistake. The triplet (eq, e, e3) is called a bad triangle. Because a bad triangle induces at
least one mistake in any clustering, even an optimum one, the number of disjoint bad triangles
gives a lower bound on the disagreement produced by an optimum clustering. In the case of the
pivot algorithm, since only direct neighbors of a pivot are added to a cluster, then the following
mistakes can happen. Either two neighbors are included in the same cluster being dissimilar,
which includes a negative edge in the cluster (the pivot was the endpoint of two positive edges
in a bad triangle), or the pivot was an endpoint of the negative edge in a bad triangle which
implies that only one positive edge of this bad triangle is included in the cluster and the second
positive edge is cut. The authors of [4] show that the expected number of mistakes produced by
the PIVOT algorithm is the sum of the probability that we make a mistake on every single bad
triangle (not necessarily disjoint) in the graph. The 3-approximation is obtained by comparing
this expected cost to the cost of a packing LP which is a lower bound on the cost of an optimum
clustering. Our analysis for the mistakes caused by the pivot clusters (Lemmas 3.5 and 3.6) is
almost the same as in the previous work [4]. Our analysis of the singleton clusters requires us
to have an explicit handle on the positive disagreements between the pivot clusters and the
singleton clusters, provided by the analysis of the pivot clusters.

The Cost of Pivot Clusters in Sequential Truncated-Pivot. Let us phrase the expected cost
of pivot clusters of Sequential Truncated-Pivot (Line 7 of Algorithm 3). Recall that a bad triangle
refers to a 3-cycle with two positive and one negative edge.

DEFINITION 3.3. Consider the set of all bad triangles T, and let t € T be a bad triangle on
nodes u, v and w. Define A; to be the event that, in some iteration, all three nodes are active
and one of {u, v, w} is chosen as a pivot (Line 7 in Algorithm 3). Let p; = Pr[A].

DEFINITION 3.4. Let CPV°! be the cost, i.e., the number of disagreements induced by the pivot
clusters (Line 7 in Algorithm 3). For a pivot cluster C created in iteration i, the disagreements
include (1) the negative edges inside C and (2) the positive edges from nodes in C to nodes
that are active in iteration i and not contained in C. The edges that correspond to positive
disagreements caused by the pivot clusters are said to be cut by the pivot clusters.

LEMMA 3.5. Let T be the set of bad triangles in the input graph. Then, E[CP"!] < 3,1 Ds.

PROOF. Consider a bad triangle ¢t € T and suppose that in some iteration i all nodes in t are
active and one of them is chosen as a pivot node (Line 7 in Algorithm 3), i.e. the event A; happens
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at iteration i. Then, our algorithm creates one disagreement on this triangle on one of its edges
e € t. We charge this disagreement on edge e.

We observe that each triangle t can be charged at most once: An edge e € t is charged only
if it is not incident on the pivot node and hence, cannot be charged twice in the same iteration.
Hence, at most one edge of t can be charged in one iteration. Furthermore, if e € t gets charged
in iteration i, its endpoints will not be both active in any later iteration j > i. This implies that ¢
cannot be charged again in another iteration.

Also, creating clusters with neighbors can only create disagreements on bad triangles. Since
dropping certain nodes of the graph cannot create bad triangles, the number of disagreements
created on a subgraph by this process cannot be higher than the number of disagreements
created on the whole graph. Therefore, E[CP'] < 3,7 Pt |

Bounding OPT. In order to give an approximation guarantee to the clustered nodes, we first
define the following fractional LP. It was argued by [4] that the cost of the optimal solution LPopr
to this LP is a lower bound for the cost OPT of the optimal solution for correlation clustering.
Following are the primal and dual forms of this LP, respectively:

min Z Xe, S.t. er >1,VteT maXZyt, S.t. Zyt <1,YVecE UE" (1)

ecE-UE* ect teT toe

where T is the set of all bad triangles (non-necessarily disjoint) of the graph. By weak
duality we have, ) ;cr Y+ < LPopr < OPT for all dual feasible solutions { y;}:cr. Therefore, in
order to get an approximation guarantee, it suffices to compare the cost CP°t with a carefully
constructed dual feasible solution.

LEMMA 3.6. Let CP™! pe the number of disagreements incurred by the pivot clusters (Defini-
tion 3.4). We have that E[CPY°!] < 3 - OPT.

PROOF. Let T be the set of bad triangles. Recall the event A; that all nodesin t € T are active
and one of the nodes in ¢ is chosen as a pivot (Line 7 of Algorithm 3) and let Pr[A;] = p;. Our
goal is to use the probabilities p; to find a feasible solution to the packing LP defined above.
Let D, be the event that Algorithm 3 creates a disagreement on e and notice that D, A A;
denotes the event that the disagreement caused by A; was charged on e. By the definition of A,
this disagreement cannot be due to creating singleton clusters in Line 6 of Algorithm 3. Consider
now the event A; and observe that, as we are iterating over a random permutation of the nodes,
each node in t has the same probability to be chosen as the pivot (recall that the nodes of ¢ are all
active by definition of A;). Furthermore, exactly one choice of pivot can cause D, for each e € t.
Hence, we have that Pr[D, | A¢] = 1/3 and therefore, Pr[D, A A;] = Pr[D, | A¢] - Pr[A¢] = p:/3.
Consider the assignment y; = p;/3. We now show that this is a feasible solution for the
dual LP in equation (1). This is because for all edges e € E* U E™ the events {D, A A¢}¢se are
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disjoint from each other, and hence we have

Zyt = Z% = Z PI‘[De AN At] = Pr[UtaeDe A At] <1.

toe toe toe

As this is a feasible packing, we have that ;. p;/3 < OPT. Finally, by Lemma 3.5

E[Cpi""t]sZpt:S-Z%SS-OPT. z
t

teT

3.3 Analyzing the Singleton Clusters

The goal of this section is to bound the number of disagreements caused by the singleton clusters
created in Line 6 of Algorithm 3. The high-level idea is to show that for a node u of degree
deg(u), either u is clustered by some pivot node after O(n/deg(u)) iterations or most of its edges
have been cut by pivot clusters. In the latter case, we relate the cost of the remaining edges
of u to the ones cut by the pivot clusters, and show that the remaining edges do not incur a
large additional cost. We also need to account for singleton clusters where most of the edges
are incident on other singleton clusters. For this, we will do a counting argument that shows

that there cannot be many singleton clusters that have many edges to other singleton clusters.

Charging the Edges Incident on the Singleton Clusters. Now, our goal is to bound the
number of edges cut by the singleton clusters created in Line 6 of Algorithm 3. For intuition,
consider a node u and its neighbors with a smaller degree, and suppose that u will not be
included in a pivot cluster. Furthermore, suppose that roughly half of its neighbors have a
smaller degree. If any smaller degree neighbor v is chosen according to the random permutation
in the first (roughly) n/deg(u) iterations, then v will be chosen as a pivot. As we will show,
this implies that, in expectation, almost all (roughly a (1 — ¢)-fraction) of the smaller degree
neighbors either join a pivot cluster or at least one of them will be chosen as a pivot which would
include u in a pivot cluster (Lemma 3.7). Once we have this, we can spread the disagreements on
the remaining e-fraction of the edges to smaller degree nodes to the edges cut by pivot clusters.
As a technical challenge, we also need to account for nodes who have a few smaller degree
neighbors to begin with. We use a counting argument (Lemma 3.9) to show that a large fraction
of nodes must have many neighbors in pivot clusters, which allows us to also spread the cost of
the nodes with few smaller degree neighbors.

Consider a node u and let N;(u) be the set of nodes at the beginning of iteration i such
that for each v € N;(u), we have that deg(v) < deg(u) and v is not in a pivot cluster. Let
deg; () = |N;(w)|.

LEMMA 3.7. For each node u, at the beginning of iteration i = [,] (recall, 7, = < - gelg(gu'; from
c/2

Algorithm 1), the probability that u is active and deg;(u) > € - deg(u) is upper bounded by 1/n/*.
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PROOF. We define Ay the events that u is active at the beginning of iteration k, and the events
By = {{deg,(u) > edeg(u)} N Ax},V1 < k <i. We want to show that Pr[B;]| < 1/n/2. A useful
property of these events is that Bx € Bx-1,V1 < k < 1.

Using conditional probabilities we get that,

Pr[B;| = Pr[B; N B;—1] = Pr[B; | Bi-1] - Pr[B;_1] = (l_[ Pr[By| Bk—l]) - Pr[By].
k=2

In the following, we use the fact that if two events & and &, are such that &; C &, then
Pr[&1] < Pr[&;]. We also use the fact that, conditioning on Bx_1 implies that at the beginning
of iteration k — 1, there are at least € - deg(u) nodes in Nx_1(u).

Pr(BC | By_1] = Pr [ {deg, (w) < &- deg(u)} U A | Bk_l]
> Pr [u becomes inactive during iteration k — 1 | Bk_l]

> Pr [a node in Ni_1(u) becomes a pivot during iteration k — 1 | Bk—l]
S € -deg(u) S £ - deg(u)'
n-k+1 n
Hence, Pr[Bxk|Bk-1] < 1 — edeg(u)/n. We finally get that

i-1 i/2
_ edeg(u) <[1- edeg(u) < exp _edeg(u) c nlogn < 1 .
n n 2n e deg(u) ne/2

Pr[B;] < (1

LEMMA 3.8. Inalliterations i, all nodes u that are put into singleton clusters in iteration i (Line 6
of Algorithm 3) satisfy deg;(u) < € - deg(u) with probability 1 — 1/n* where a := ¢/2 —1 > 2.

PROOF. By Lemma 3.7 and union bound over all nodes, we can say that with probability at
most 1/n%, there exists a node u such that at the beginning of iteration i = [7,], u is active
and deg;(u) > ¢ - deg(u). Therefore, with high probability, for all nodes u, at the beginning of
iteration i = [7,], either u is already inactive or deg;(u) < € - deg(u). This implies that, with
high probability, if u is put in a singleton cluster (Line 6 of Algorithm 3), which can happen only
in iteration i = [7,], we have deg;(u) < € - deg(u). n

Good Edges and Counting. Consider a positive edge incident on a singleton cluster that
contains a node u. Suppose that the singleton cluster was created in iteration i. We define an
edge e = {u, v} to be good if the other endpoint, node v, was included in a pivot cluster (Line 7
of Algorithm 3) in some iteration j < i. Otherwise, edge e is bad. The sets E&°° and E2d give a
partition of ES'", the set of edges incident to singleton clusters. Intuitively, if an edge is good, we
can charge it to the set CPV°' which we know how to bound through Lemma 3.6. Furthermore,
if we can show that most edges incident on singleton clusters are good, we can bound the cost
of the bad edges.

LEMMA 3.9. Conditioned on the high probability event of Lemma 3.8, |E?%¢| < 2¢ - |ES™|.
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PROOF. For every node u, we define deg; (u) = |N;(u)| where N;(u) is the set of neighbors of u
such that for v € N;(u), deg(v) < deg(u) and v is not in a pivot cluster.

For the analysis, let us consider the following orientation on the bad edges. Consider an
iteration i, where a node u is put into a singleton cluster in Line 6 of Algorithm 3. Notice that
this implies that i = [7,]. Then, we orient each unoriented edge from u to v for each neighbor
v such that deg(v) < deg(u) and v is not in a pivot cluster, i.e. we orient all edges between
u and N;(u) from u to N;(u). Denote the out-degree of a node u by deg, (), and notice that
deg,,(w) = deg;(u). Notice that deg,,(u) is a random variable.

Our conditioning on the high probability event of Lemma 3.8 gives deg;(u) < € - deg(u).

Hence, the out-degree of each singleton node u verifies deg,(u) < € - deg(u). Also, by
definition, the out-degree of each non-singleton node is 0.

Let V1" be the set of nodes that are put in singleton clusters in Line 6 of Algorithm 3, and
let 1,.psn be the corresponding indicator random variable. Notice that [V = ¥, 1,,cpsin,
|EP3d| and |ES| are random variables. By definition of the orientation,

|Ebad| = Z degout(u) = Z ]lueVsm : degout(u)’

uev ueVv

since 1,cysin = 0 implies deg, (1) = 0. By using Lemma 3.7, we have that

|Ebad| - Z ﬂuevsin : degout(U) S Z ﬂuevsin - E- deg(U)

uev uev

By using the handshake lemma, we have that

Z 1, psin - € - deg(u) < 2e - |ESM| . ]

uev

We now have in hand all the necessary results to be able to prove our main theorem,
which was the following.

THEOREM 3.1. (Restated) For any € € (0,1/4), Sequential Truncated-Pivot (Algorithm 3) is
a (3 + €)-approximation algorithm to the correlation clustering problem. The approximation
guarantee is in expectation.

PROOF. Recall the following definitions.

— We denote the cost of the pivot clusters by CPIV*! (see Definition 3.4). This cost also covers
the cost of the positive edges between pivot clusters and singleton clusters that were cut
by the pivot clusters. These edges are called good, and the set of those edges is denoted by
Egood.

— Bad edges are the positive edges incident on singleton clusters that were not cut by the
pivot cluster. Either they are between singletons or the singleton was created before the

pivot cluster. Denote those edges by EPa9,
_ Esin — Egood U Ebad
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We can split the cost of Algorithm 3 into two parts. By Lemma 3.6, we have that E[CPIV%{] <
3 - OPT. Let us define D to be the event that, for all iterations i, all nodes u that are put in
singleton clusters in iteration i satisfy deg;(u) < ¢-deg(u). By Lemma 3.8, D is a high probability
event. Then, by Lemma 3.9, we have that, conditioning on the high probability event D,

282 . |Egood| < 4¢ . CPVOt
— L€

where the last inequality holds because € < 1/4. This inequality implies that E[|EP2d| | D] <
4¢ - E[CP™! | D]. And therefore,

|E*| < 2. |ES <

E[|E**|] = E[|E**| | D] Pr[D] +E[|E**| | D] - Pr[D]

- 1 1
< 4¢ - E[CPV°'| D] - (1——)+n2-—
n¢ n«

< 4g - E[CPV°' | D] + .
na—z

Also, notice that,
E [cPV°'] = E [cPM® | D] - Pr[D] + E [CP™®" | D] - Pr[D]
> E [CPY'| D| - Pr[D]

> E [CPV| D] - (1 — ia)
n

> E [CPY| D] - % , since E [CPV®" | D] < n%.

Which implies that

E [Cpivot | D] <E [Cpivot] + W .

By combining the above observations, we have that the expected cost of Algorithm 3 is at
most

E [Cpivot + |Ebad|] —E [Cpivot] +E [|Ebad|]

< E [CPY'] + 4¢ - E[CPM | D] +

n(X—Z
- 1+4¢
t
< (1+48) -E [Cplvo ] +W
1+4¢
< (3+12¢) - OPT + .
na—z

We can substitute &’ := 12¢, where ¢ can be arbitrarily small. Notice that if OPT > 1, then
we have that E [CPV' + [E”2d|| < (3 + 12¢) - OPT, which gives us a (3 + ¢’)-approximation in
expectation. u

REMARK 3.10. If OPT = 0, then the expected cost of our solution is 1/poly(n) according to the
proof above, or equivalently, the expected cost of our solution is 0 with high probability.
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PROOF OF THEOREM 2.1. Theorem 2.1 follows from Theorem 3.1 and Lemma 3.2. [ ]
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