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ABSTRACT. The palette sparsification theorem (PST) of Assadi, Chen, and Khanna (SODA
2019) states that in every graph 𝐺 with maximum degree Δ, sampling a list of 𝑂(log 𝑛) colors
from {1, . . . , Δ + 1} for every vertex independently and uniformly, with high probability, allows
for finding a (Δ + 1) vertex coloring of 𝐺 by coloring each vertex only from its sampled list.
PST naturally leads to a host of sublinear algorithms for (Δ + 1) vertex coloring, including in
semi-streaming, sublinear time, and MPC models, which are all proven to be nearly optimal,
and in the case of the former two are the only known sublinear algorithms for this problem.

While being a quite natural and simple-to-state theorem, PST suffers from two drawbacks.
Firstly, all its known proofs require technical arguments that rely on sophisticated graph
decompositions and probabilistic arguments. Secondly, finding the coloring of the graph from
the sampled lists efficiently requires a considerably complicated algorithm.

We show that a natural weakening of PST addresses both these drawbacks while still
leading to sublinear algorithms of similar quality (up to polylog factors). In particular, we prove
an asymmetric palette sparsification theorem (APST) that allows for list sizes of the vertices
to have different sizes and only bounds the average size of these lists. The benefit of this weaker
requirement is that we can now easily show the graph can be (Δ + 1) colored from the sampled
lists using the standard greedy coloring algorithm. This way, we can recover nearly-optimal
bounds for (Δ + 1) vertex coloring in all the aforementioned models using algorithms that are
much simpler to implement and analyze.
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1. Introduction

Let 𝐺 = (𝑉, 𝐸) be any 𝑛-vertex graph with maximum degree Δ. A basic graph theory fact is that
vertices of 𝐺 can be colored with Δ + 1 colors such that no edge is monochromatic. This can
be done using a textbook greedy algorithm: iterate over vertices of 𝐺 in any arbitrary order
and for each vertex greedily find a color that has not been used in its neighborhood, which is
guaranteed to exist by the pigeonhole principle. This algorithm is quite simple and efficient as
it runs in linear time and space. But, can we design even more efficient algorithms?

Assadi, Chen, and Khanna [7] addressed this question by designing various sublinear
algorithms for the (Δ + 1) vertex coloring problem. These are algorithms whose resource
requirements are significantly smaller than their input size. Some canonical examples include
(𝑎) graph streaming algorithms [17] that process graphs by making one pass over their edges
and using a limited space; (𝑏) sublinear time algorithms [14] that process graphs by querying
its adjacency list/matrix and using limited time; or (𝑐) Massively Parallel Computation (MPC)
algorithms [30] that process graphs in synchronous rounds and a distributed manner over
machines with limited communication (see Section 2.1 for definitions).

The key contribution of [7] was proving the following (purely combinatorial) theorem
about (Δ + 1) coloring, termed the palette sparsification theorem (PST).

THEOREM 1.1 (Palette Sparsification Theorem (PST) [7]). For any graph 𝐺 = (𝑉, 𝐸) with
maximum degree Δ, if we sample 𝑂(log 𝑛) colors 𝐿(𝑣) for each vertex 𝑣 ∈ 𝑉 independently and
uniformly at random from the colors {1, 2, . . . , Δ + 1}, then, with high probability, 𝐺 can be colored
so that every vertex 𝑣 chooses its color from its own list 𝐿(𝑣).

The authors in [7] used PST to design sublinear algorithms in all the aforementioned
models using the following “sparsifying” nature of this result: Firstly, it is easy to see that to
color 𝐺 from the sampled lists, we can ignore all edges (𝑢, 𝑣) ∈ 𝐸 where 𝐿(𝑢) ∩ 𝐿(𝑣) = ∅ since
they do not create any conflict under any possible coloring. Secondly, for any edge (𝑢, 𝑣) ∈ 𝐸,
the probability that it still remains conflicting—the probability that two independently chosen
𝑂(log 𝑛)-lists from (Δ + 1) colors intersect—is 𝑂(log2(𝑛)/Δ). Combining these with the upper
bound of 𝑛Δ/2 on the number of edges in 𝐺 implies that in expectation (and even with high
probability) there are only 𝑂(𝑛 log2(𝑛)) “important” edges that the algorithm should consider.
The sublinear algorithms can now be obtained from this in a simple way1.

Since its introduction in [7], PST and its variants and generalizations have been stud-
ied in sublinear algorithms [13, 11, 8, 12, 6], distributed computing [19, 21, 24], and discrete
mathematics [2, 3, 28, 29, 26, 4].

1 For instance, for a streaming algorithm, first sample all the 𝑂(𝑛 log 𝑛) colors, and during the stream whenever an edge
arrives, see if it is an important edge and if so store it. At the end, use Theorem 1.1 to color the graph using these
stored edges. This leads to a single-pass streaming algorithm with 𝑂(𝑛 log3 (𝑛)) bits of space for (Δ + 1) coloring.
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Despite its long list of applications, and perhaps even due to its generality, PST suffers
from two drawbacks. Firstly, the proof of PST is considerably complicated and technical; it
goes through the so-called sparse-dense decomposition of graphs due to [33] (and the variant
proved in [7] itself, building on [25]), and then a detailed three-phase approach for coloring
each part in the decomposition differently using various probabilistic and random graph theory
arguments2. Secondly, PST, as stated, is a purely combinatorial theorem and not an algorithmic
one, and thus to obtain the coloring of 𝐺, one needs to run a rather complicated and non-
greedy post-processing algorithm to find the coloring of 𝐺 from the sampled lists (given also the
decomposition of the graph; see [7] for more details).

Our contribution. We show that introducing a simple asymmetry in the definition of PST leads
to the same colorability guarantee but this time using a much simpler proof and algorithm.

Asymmetric Palette Sparsification Theorem (APST). For any graph 𝐺 = (𝑉, 𝐸) with
maximum degree Δ, there is a distribution on list-sizes ℓ : 𝑉 → N (depending only on
vertices𝑉 and not edges 𝐸) such that an average list size is𝑂(log2(𝑛)) and the following
holds. With high probability, if we sample ℓ(𝑣) colors 𝐿(𝑣) for each vertex 𝑣 ∈ 𝑉

independently and uniformly at random from colors {1, 2, . . . , Δ + 1}, then, with high
probability, the greedy coloring algorithm that processes vertices in some fixed order
(determined by vertex degrees and list sizes3) finds a proper coloring of 𝐺 by coloring
each 𝑣 from its own list 𝐿(𝑣).

The benefit of our APST compared to the original PST of [7] (and all its other alternative
variants in [2, 24, 28, 20, 4]) is twofold: it admits a significantly simpler proof, while also allowing
for coloring from the sampled list using the standard greedy algorithm itself. At the same time,
it is also weaker than the original PST on two fronts: it requires 𝑂(log2(𝑛)) list sizes per vertex
as opposed to 𝑂(log 𝑛) (which is similar to [24, 20]) but much more importantly, it allows the
vertices to have much larger list sizes in the worst-case and only bounds the average list sizes
(this is different from all prior work on PST, and was inspired by the recent work of [23] on the
communication complexity of (Δ+ 1) coloring). We note that asymmetric list sizes are necessary
if we would like to color the graph greedily from the sampled colors4.

2 All known proofs of PST for (Δ + 1) coloring (or so-called (deg+1)-(list) coloring) [7, 2, 24, 28, 20, 4] follow this
decomposition plus three-phase approach and it was even pointed out in [28] that: “something of this type [...] seems
more or less unavoidable”.

3 For Δ-regular graphs, this translates to processing vertices in the increasing order of their list sizes.

4 Consider coloring a (Δ + 1)-clique. When coloring the last vertex 𝑣 of the clique in the greedy algorithm, there is only
one color that can be assigned to 𝑣 but to ensure this color is sampled by 𝑣 even with a constant probability, we need
𝐿(𝑣) to have size Ω(Δ). Our APST addresses this by allowing vertices that are colored later in the greedy algorithm to
also sample more colors, while earlier vertices can stick with smaller list sizes.
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Finally, APST allows for recovering the same type of sublinear algorithms as in [7] with
only an extra polylog(𝑛) overhead in their resources. In particular, we obtain the following
sublinear algorithms for (Δ + 1) vertex coloring:

A randomized graph streaming algorithm with 𝑂(𝑛) space5 and a single pass over the
input.
A randomized sublinear time algorithm with 𝑂(𝑛1.5) time, given (non-adaptive) query
access to both adjacency list and matrix of the input (also called the general query model).
A randomized MPC algorithm with 𝑂(𝑛) memory per machine and 𝑂(1) rounds.

The number of passes in our streaming algorithm is clearly optimal. The number of rounds in
the MPC algorithm is also asymptotically optimal (in fact, it is only two rounds, and even one
round assuming access to public randomness). It was also proven in [7] that the runtime of the
sublinear time algorithm and the space of the streaming algorithm are nearly optimal up to
polylog (𝑛) factors (for the streaming algorithm, storing the coloring itself requires this much
space anyway). These constitute the simplest known sublinear algorithms for (Δ + 1) vertex
coloring.6

In conclusion, we find our APST to be a more “algorithm friendly” version of PST that still
allows for recovering nearly optimal sublinear algorithms for (Δ + 1) coloring. In addition, we
hope that its proof can act as a gentle warm up and introduction to the original PST itself.

Finally, in Appendix A, we also present an even simpler sublinear time algorithm for (Δ+1)
coloring whose proof is inspired by our APST but does not directly use it. While qualitatively
weaker, the benefit of this algorithm is that it is entirely self-contained and only requires
elementary probabilistic arguments (not even concentration inequalities), and thus can be even
more “classroom friendly” than the algorithms obtained from our APST.

2. Preliminaries

Notation. For any integer 𝑡 ⩾ 1, define [𝑡] := {1, 2, . . . , 𝑡}. For a graph 𝐺 = (𝑉, 𝐸), we use 𝑛 to
denote the number of vertices and for each 𝑣 ∈ 𝑉 , use 𝑁 (𝑣) to denote the neighbors of 𝑣 and
deg(𝑣) as its degree.

We say a probabilistic event happens with high probability, if it happens with probability at
least 1 − 1/poly(𝑛), where 𝑛 is the number of vertices in the graph which will be clear from the
context. We also say a probabilistic event happens with certainty, if it happens with probability
1.

5 Throughout, we use 𝑂( 𝑓 ) := 𝑂( 𝑓 · poly log ( 𝑓 )) to suppress polylog factors.

6 To our knowledge, no other streaming nor sublinear time algorithms beside [7] have been developed for this problem
but for MPC algorithms, [13, 15] have subsequently presented other algorithms for this problem.
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Concentration inequalities. A hypergeometric random variable with parameters 𝑁 , 𝐾 , and
𝑀 is a discrete random variable in N distributed as follows: we have 𝑁 elements, 𝐾 of them are
marked as ‘good’, and we sample 𝑀 elements uniformly at random and without replacement
and count the number of good samples. We use a standard result on the concentration of
hypergeometric random variables.

PROPOS IT ION 2 .1 (cf. [27, Theorem 2.10]). Suppose 𝑋 is a hypergeometric random variable
with parameters 𝑁, 𝐾, 𝑀 and thus the expectation E [𝑋] = 𝑀 · 𝐾/𝑁 . Then, for any 𝑡 ⩾ 0

Pr(𝑋 ⩽ E [𝑋] − 𝑡) ⩽ exp
(
− 𝑡2

2E [𝑋]

)
.

2.1 Sublinear Models Considered in this Paper

For completeness, we present a brief definition of each of the computational models that we
consider.

Graph streaming. In this model, the input graph 𝐺 = (𝑉, 𝐸) is presented to the algorithm as
a stream of its edges ordered in some arbitrary manner. The algorithm makes a single pass
(or sometimes multiple ones) over this stream while using 𝑂(𝑛) memory and at the end of the
stream, outputs a solution to the problem on the input graph 𝐺. See [17] for more details.

Sublinear time. In this model, the input graph 𝐺 = (𝑉, 𝐸) is presented to the algorithm via
query access to its adjacency list and matrix or alternatively speaking, using degree-, neighbor-,
and pair-queries. The algorithm can make its queries adaptively or non-adaptively and then at
the end outputs a solution to the problem on the graph 𝐺. See [14] for more details.

MPC. In this model, the input graph 𝐺 = (𝑉, 𝐸) is originally partitioned across multiple ma-
chines, each with 𝑂(𝑛) memory. Computation happens in synchronous rounds wherein each
machine can send and receive𝑂(𝑛)-size messages. After the last round, one designated machine
outputs a solution to the problem on the graph 𝐺. See [30] for more details.

3. Asymmetric Palette Sparsification

We present our APST in a more general form that allows for coloring vertices from arbitrary
palettes of size proportional to their individual degrees—instead of the same original palette of
{1, 2, . . . , Δ + 1} described earlier— namely, the (deg+1)-list coloring problem. We then obtain
the APST for (Δ + 1) coloring as a simple corollary of this result. Furthermore, we remark that a
PST version of (deg+1)-list coloring (by sampling polylog(𝑛) colors per vertex in the worst-case)
has been previously established in [24]; see also [2].
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THEOREM 3.1 (Asymmetric Palette Sparsification Theorem (for (deg+1)-list coloring)). Let
𝐺 = (𝑉, 𝐸) be any 𝑛-vertex graph together with lists 𝑆(𝑣) with deg(𝑣) + 1 arbitrary colors for each
vertex 𝑣 ∈ 𝑉 . Sample a random permutation 𝜋 : 𝑉 → [𝑛] uniformly and define

ℓ(𝑣) := min
(
deg(𝑣) + 1 ,

40 𝑛 ln 𝑛
𝜋(𝑣)

)
,

for every 𝑣 ∈ 𝑉 as the size of the list of colors to be sampled for vertex 𝑣. Then,
List sizes:

∑
𝑣∈𝑉 ℓ(𝑣) = 𝑂(𝑛 log2(𝑛)) with certainty; and, for any fixed vertices 𝑢 ≠ 𝑣 ∈ 𝑉 ,

E [ℓ(𝑣)] = 𝑂(log2(𝑛)) and E [ℓ(𝑢) · ℓ(𝑣)] = 𝑂(log4(𝑛)).

Colorability: If for every vertex 𝑣 ∈ 𝑉 we sample a list 𝐿(𝑣) of ℓ(𝑣) colors from 𝑆(𝑣) uniformly
and independently, then, with high probability (over the randomness of ℓ and sampled lists)
the greedy algorithm that iterates over vertices 𝑣 ∈ 𝑉 in the decreasing order of 𝜋(𝑣) finds a
proper list-coloring of 𝐺 from the lists {𝐿(𝑣) | 𝑣 ∈ 𝑉 }.

Theorem 3.1 follows immediately from Lemma 3.2 and Lemma 3.4 proven below.

LEMMA 3.2 (List sizes). We have
∑
𝑣∈𝑉 ℓ(𝑣) = 𝑂(𝑛 log2(𝑛)) with certainty; and, for 𝑢 ≠ 𝑣 ∈ 𝑉 ,

E [ℓ(𝑣)] = 𝑂(log2(𝑛)) and E [ℓ(𝑢) · ℓ(𝑣)] = 𝑂(log4(𝑛)).

PROOF . By the definition of ℓ(𝑣),∑︁
𝑣∈𝑉

ℓ(𝑣) ⩽
∑︁
𝑣∈𝑉

40 𝑛 ln 𝑛
𝜋(𝑣) =

𝑛∑︁
𝑖=1

40 𝑛 ln 𝑛
𝑖

= 𝑂(𝑛 log2 𝑛),

by the sum of the harmonic series. This proves the deterministic bound on the total size of the
lists as well as the first inequality for the expected size of each list, given the distribution of list
sizes is symmetric across vertices. For the second inequality, we have

E [ℓ(𝑢) · ℓ(𝑣)] ⩽
∑︁
𝑖≠ 𝑗

Pr(𝜋(𝑣) = 𝑖 ∧ 𝜋(𝑢) = 𝑗) · (40 𝑛 ln (𝑛))2

𝑖 · 𝑗

=
1600 𝑛2 ln2 (𝑛)
𝑛 · (𝑛 − 1) ·

𝑛∑︁
𝑖=1

𝑖−1∑︁
𝑗=1

1
𝑖 · 𝑗

= 𝑂(log4(𝑛)),

again, by the sum of the harmonic series. This concludes the proof. ■

Establishing the colorability property is the main part of the proof. We first need some
notation. For any vertex 𝑣 ∈ 𝑉 , define 𝑁<

𝜋 (𝑣) as the neighbors 𝑢 of 𝑣 with 𝜋(𝑢) < 𝜋(𝑣), namely
the ones that are processed after 𝑣 by the greedy algorithm. Let deg<𝜋 (𝑣) :=

��𝑁<
𝜋 (𝑣)

��.
An easy observation is that when coloring any vertex 𝑣 by the greedy algorithm (using the

palette of Δ + 1 colors), there are still at least deg<𝜋 (𝑣) + 1 colors not used in the neighborhood
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of 𝑣. Thus, lower bounding deg<𝜋 (𝑣) allows us to later prove that 𝐿(𝑣) contains an available
color for 𝑣 with high probability. We only need such a bound for the subset of vertices with
ℓ(𝑣) < deg(𝑣) + 1 as captured in the following claim.

CLAIM 3.3. For all 𝑣 ∈ 𝑉 ,

Pr
(
deg<𝜋 (𝑣) <

deg(𝑣) · 𝜋(𝑣)
2𝑛

����𝜋(𝑣) > 40𝑛 ln(𝑛)
deg(𝑣) + 1

)
⩽ 𝑛−2.4.

PROOF . Fix any vertex 𝑣 as above and condition on 𝜋(𝑣) = 𝑖 + 1 for some 𝑖 ∈ {0, 1, . . . , 𝑛 − 1}.
For 𝑗 ∈ [deg(𝑣)], define 𝑋 𝑗 ∈ {0, 1} as the indicator random variable which is 1 iff the 𝑗-th
neighbor of 𝑣 appears in the first 𝑖 vertices of 𝜋, and is therefore processed after 𝑣. For 𝑋 being
the sum of these 𝑋 𝑗-variables (and implicitly conditioned on 𝜋(𝑣) = 𝑖 + 1 to avoid cluttering the
equations),

E
[
deg<𝜋 (𝑣) | 𝜋(𝑣) = 𝑖 + 1

]
= E [𝑋] =

deg(𝑣)∑︁
𝑗=1
E
[
𝑋 𝑗
]
= deg(𝑣) · 𝑖

𝑛 − 1
,

as each neighbor of 𝑣 appears in the first 𝑖 position of 𝜋 with probability 𝑖/(𝑛 − 1) conditioned
on 𝜋(𝑣) = 𝑖 + 1. Random variable 𝑋 is distributed as a hypergeometric random variable with
parameters 𝑁 = 𝑛 − 1, 𝐾 = 𝑖, and 𝑀 = deg(𝑣). Thus, by Proposition 2.1 for the parameter

𝑡 := E [𝑋] − deg(𝑣) · (𝑖 + 1)
2𝑛

=
deg(𝑣) · 𝑖
𝑛 − 1

− deg(𝑣) · (𝑖 + 1)
2𝑛

⩾ (1 − 𝑜(1)) · E [𝑋]
2

(by the value of E [𝑋] calculated above and given 𝑖 = 𝜔(1) in the claim statement)

conditioning on 𝜋(𝑣) > 40𝑛 ln(𝑛)/(deg(𝑣) + 1) we have,

Pr
(
𝑋 ⩽

deg(𝑣) · (𝑖 + 1)
2𝑛

)
= Pr (𝑋 ⩽ E [𝑋] − 𝑡) ⩽ exp

(
− 𝑡2

2E [𝑋]

)
⩽ exp

(
−(1 − 𝑜(1)) · E [𝑋]

8

)
(by the lower bound on 𝑡 established above)

= exp
(
−(1 − 𝑜(1)) · deg(𝑣) · 𝑖

8 · (𝑛 − 1)

)
⩽ exp

(
−(1 − 𝑜(1)) · 40 ln 𝑛

8

)
⩽ 𝑛−2.4,

where in the second line we used the lower bound on 𝑖 = 𝜋(𝑣) − 1 in the condition. Since
deg<𝜋 (𝑣) = 𝑋 and the bound holds for all choices of 𝜋(𝑣), we can conclude the proof. ■

LEMMA 3.4 (Colorability). With high probability, when coloring each vertex 𝑣 ∈ 𝑉 in the greedy
algorithm, at least one of the colors sampled in 𝐿(𝑣) has not been used in the neighborhood of 𝑣;
that is, the greedy algorithm can color this vertex.

PROOF . We condition on the choice of 𝜋 and by union bound obtain that with high probability,
the complement of the event in Claim 3.3 holds for all vertices. For any vertex 𝑣 ∈ 𝑉 , we
say a color in 𝑆(𝑣) is available to 𝑣 iff it is not assigned to any neighbor of 𝑣 by the time we
process 𝑣 in the greedy algorithm. Let 𝑎(𝑣) denote the number of available colors and note that
𝑎(𝑣) ⩾ deg<𝜋 (𝑣) + 1.
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In the following, we fix a vertex 𝑣 ∈ 𝑉 and further condition on the randomness of 𝐿(𝑢)
for all vertices 𝑢 with 𝜋(𝑢) > 𝜋(𝑣). As we are using a fully deterministic greedy algorithm, the
conditioning so far fix the set of available colors and the values of 𝑎(𝑣) and ℓ(𝑣), but 𝐿(𝑣) is
still a random ℓ(𝑣)-subset of the deg(𝑣) + 1 colors in 𝑆(𝑣). If 𝜋(𝑣) ⩽ 40𝑛 ln(𝑛)/(deg(𝑣) + 1), we
have ℓ(𝑣) = deg(𝑣) + 1 which means 𝐿(𝑣) = 𝑆(𝑣) and thus there exists an available color in
𝐿(𝑣), proving the claim for this vertex.

For the remaining vertices with 𝜋(𝑣) > 40𝑛 ln(𝑛)/(deg(𝑣) + 1), we can apply Claim 3.3 to
have,

Pr (no available color of 𝑣 is sampled in 𝐿(𝑣)) ⩽ (1 − 𝑎(𝑣)
deg(𝑣) + 1

)ℓ(𝑣) ⩽ exp
(
−𝑎(𝑣) · ℓ(𝑣)

deg(𝑣) + 1

)
⩽ exp

(
−deg(𝑣) · 𝜋(𝑣)

2𝑛
· 40𝑛 ln 𝑛

𝜋(𝑣) · 1
deg(𝑣) + 1

)
⩽ 𝑛−5.

Thus, with high probability, we can color 𝑣 from 𝐿(𝑣) in the greedy algorithm. Taking a union
bound over all vertices concludes the proof. ■

We obtain our APST for (Δ + 1) coloring described earlier as a direct corollary of Theo-
rem 3.1.

COROLLARY 3.5 (Asymmetric Palette Sparsification Theorem (for (Δ + 1) coloring)).
Let 𝐺 = (𝑉, 𝐸) be any 𝑛-vertex graph with maximum degree Δ. Sample a random permutation
𝜋 : 𝑉 → [𝑛] uniformly and define

ℓ(𝑣) := min
(
Δ + 1 ,

40 𝑛 ln 𝑛
𝜋(𝑣)

)
,

for every 𝑣 ∈ 𝑉 as the size of the lists of colors to be sampled for vertex 𝑣. Then,
List sizes:

∑
𝑣∈𝑉 ℓ(𝑣) = 𝑂(𝑛 log2(𝑛)) with certainty; and for any fixed vertices 𝑢 ≠ 𝑣 ∈ 𝑉 ,

E [ℓ(𝑣)] = 𝑂(log2(𝑛)) and E [ℓ(𝑢) · ℓ(𝑣)] = 𝑂(log4(𝑛)).

Colorability: If for every vertex 𝑣 ∈ 𝑉 , we sample a list 𝐿(𝑣) of ℓ(𝑣) colors from [Δ + 1]
uniformly and independently, then, with high probability (over the randomness of ℓ and
sampled lists) the greedy algorithm that iterates over vertices 𝑣 ∈ 𝑉 in the decreasing order
of 𝜋(𝑣) finds a proper list-coloring of 𝐺 from the lists {𝐿(𝑣) | 𝑣 ∈ 𝑉 }.

PROOF . The proof of the List Size property is identical to the proof of Lemma 3.2 as we only
use the fact ℓ(𝑣) ⩽ 40 ln 𝑛/𝜋(𝑣) in that proof, which continues to hold here as well. Thus, we
avoid repeating the same arguments.

To prove the Colorability property, consider the following equivalent process of sampling
𝐿(𝑣) in Corollary 3.5 after having picked 𝜋: for each vertex 𝑣 ∈ 𝑉 , first sample deg(𝑣) + 1 colors
from [Δ+1] uniformly and put them in a list 𝑆(𝑣), then pick ℓ′(𝑣) = min{deg(𝑣) +1, ℓ(𝑣)} colors
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from 𝑆(𝑣) uniformly and put them in a list 𝐿′(𝑣), and finally, sample ℓ(𝑣) − ℓ′(𝑣) colors from
[Δ + 1] \ 𝐿′(𝑣) and add them to 𝐿′(𝑣) to obtain 𝐿(𝑣).

This way, we have that 𝐿(𝑣) is still a random ℓ(𝑣)-subset of [Δ+1] as desired by Corollary 3.5,
but now, we also have that conditioned on the choice of 𝑆(𝑣), 𝐿′(𝑣) is a random ℓ′(𝑣)-subset
of 𝑆(𝑣) as in Theorem 3.1. Thus, we can apply Theorem 3.1 to 𝐺 and {𝑆(𝑣) | 𝑣 ∈ 𝑉 } and argue
that if we go over vertices of 𝐺 in the decreasing order of 𝜋, the greedy algorithm with high
probability can color the graph from 𝐿′(𝑣) ⊆ 𝐿(𝑣) also, concluding the proof. ■

4. Sublinear Algorithms fromAsymmetric Palette Sparsification

We now show how our asymmetric palette sparsification theorem in Section 3 can be used
to obtain sublinear algorithms for (Δ + 1) vertex coloring. These algorithms are more or
less identical to the (exponential-time) sublinear algorithms of [7] from their original palette
sparsification theorem and we claim no novelty in this part7. Instead, we merely point out
how the “asymmetry” in list-sizes in Corollary 3.5 does not weaken the performance of the
resulting sublinear algorithms beyond some polylog(𝑛)-factors, but instead leads to much
simpler post-processing algorithms for finding the coloring of the graph from the sampled lists.

THEOREM 4.1. There exist randomized sublinear algorithms that given any graph 𝐺 = (𝑉, 𝐸)
with maximum degree Δ with high probability output a (Δ + 1) vertex coloring of 𝐺 using:

Graph streaming: a single pass over the edges of 𝐺 in any order and 𝑂(𝑛) space;
Sublinear time: 𝑂(𝑛1.5) time and non-adaptive queries to adjacency list and matrix of 𝐺;
Massively parallel computation (MPC): 𝑂(1) rounds with machines of 𝑂(𝑛) memory.

As stated earlier, the proof of Theorem 4.1 follows the same exact strategy as the (exponential-
time) sublinear algorithms of [7]. To do so, we need the following definition.

Conflict graphs. Let𝐺 = (𝑉, 𝐸) be any graph with maximum degree Δ and L := {𝐿(𝑣) | 𝑣 ∈ 𝑉 }
be a set of lists of colors sampled for vertices of 𝐺 according to the distribution of Corollary 3.5.
Note the choice of L only depends on Δ and vertices of𝑉 , but not edges 𝐸. We define the conflict
graph 𝐺L = (𝑉, 𝐸L) of 𝐺 and L as the spanning subgraph of 𝐺 consisting of all edges (𝑢, 𝑣) ∈ 𝐸
such that the sampled lists 𝐿(𝑢) and 𝐿(𝑣) intersect with each other.

The following observation allows us to use conflict graphs in our sublinear algorithms as
a proxy to the original graph 𝐺.

OBSERVAT ION 4.2. The greedy algorithm in Corollary 3.5 outputs the same exact coloring
when run over the conflict graph 𝐺L instead of the original graph 𝐺.

7 We do note that however, the time-efficient algorithms of [7] are considerably more complex. They first need to find a
so-called sparse-dense decomposition of the input graph via sublinear algorithms. Then, this decomposition is used
to color the final graph from the sampled colors using an algorithmic version of the proof of their palette sparsification
theorem which in particular requires a non-greedy and not-so-simple approach.
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PROOF . The only edges that affect the greedy algorithm of Corollary 3.5 are edges (𝑢, 𝑣) ∈ 𝐸
such that 𝐿(𝑢) ∩ 𝐿(𝑣) is non-empty. These edges are identical in 𝐺 and 𝐺L . ■

The following easy claim also allows us to bound the size of the conflict graphs.

CLAIM 4.3. The list of colors L consists of 𝑂(𝑛 log2 𝑛) colors with certainty and the expected
number of edges in 𝐺L = (𝑉, 𝐸L) is E |𝐸L | = 𝑂(𝑛 log4 𝑛).

PROOF . By the list sizes property of Corollary 3.5, we already know thatL consists of𝑂(𝑛 log2 𝑛)
colors with certainty. For the second part, for any edge (𝑢, 𝑣), we have,

Pr ((𝑢, 𝑣) is in 𝐸L) ⩽ E
ℓ(𝑢),ℓ(𝑣)

[Pr (𝐿(𝑢) ∩ 𝐿(𝑣) ≠ ∅ | ℓ(𝑢), ℓ(𝑣))] ⩽ E
[
ℓ(𝑢) · ℓ(𝑣)

Δ + 1

]
=
𝑂(log4 (𝑛))

Δ
,

where the first inequality is by the law of conditional expectation (by conditioning on list-sizes
first), the second is by union bound, and the third is by the list-size properties of Corollary 3.5.
Since the total number of edges in 𝐺 is at most 𝑛Δ/2, we can conclude the proof. ■

We now prove Theorem 4.1 for each family of sublinear algorithms separately. In the
following, we prove the resource guarantees of the algorithms only in expectation instead of a
worst-case bound that happens with certainty. However, using the standard trick of running
𝑂(log 𝑛) copies of the algorithm in parallel, terminating any copy that uses more than twice
the expected resources, and returning the answer of any of the remaining ones, we obtain the
desired algorithms in Theorem 4.1 as well (this reduction only increases space/query/memory
of algorithms with an 𝑂(log 𝑛) multiplicative factor and the error probability with a 1/poly(𝑛)
additive factor).

Graph streaming. At the beginning of the stream, sample the colors L using Corollary 3.5 and
during the stream, only store the edges that belong to 𝐺L . This is possible as we only need a
random permutation and maximum degree Δ in order to provide list sizes of Corollary 3.5 and
sample the colors L. In the end, run the greedy algorithm on 𝐺L and return the coloring. Corol-
lary 3.5 ensures that with high probability 𝐺 is (list-)colorable from the sampled lists which
leads to a (Δ + 1) coloring of the entire graph. Observation 4.2 ensures that we only need to
work with 𝐺L at the end of the stream and not all of 𝐺, and Claim 4.3 bounds the space of the
algorithm with 𝑂(𝑛) space in expectation.

We can also implement this algorithm in dynamic streams by recovering the conflict graph
using a sparse recovery sketch instead of explicitly storing each of its edges in the stream. See [1]
for more on dynamic streams.

Finally, the knowledge of Δ is not necessary for this algorithm and can be removed using
the same argument as in [7].
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Sublinear time. By the same argument as in our graph streaming algorithm, we can sample the
colors L using Corollary 3.5 and query all pairs of vertices 𝑢 ≠ 𝑣 ∈ 𝑉 where 𝐿(𝑢) ∩ 𝐿(𝑣) is non-
empty to find the edges of 𝐺L . The same analysis as in Claim 4.3 applied to the

(𝑛
2
)

vertex-pairs
(instead of ⩽ 𝑛Δ/2 edges), ensures that the expected number of queries is 𝑂(𝑛2/Δ). We can then
color 𝐺L using the greedy algorithm in 𝑂(𝑛) time. The correctness follows from Corollary 3.5
and Observation 4.2 as before. This algorithm only requires adjacency matrix access to 𝐺 and
we run it when Δ ⩾

√
𝑛 to obtain an 𝑂(𝑛

√
𝑛) time/query algorithm. When Δ ⩽

√
𝑛, we instead

run the standard greedy algorithm using 𝑂(𝑛Δ) = 𝑂(𝑛
√
𝑛) time using the adjacency list access

to 𝐺.

MPC. The algorithm is almost identical to the semi-streaming one. Suppose we have access
to public randomness. Then, we can sample the lists L publicly, and each machine that has
an edge in 𝐺L can send it to a designated machine. This way, a single machine receives all of
𝐺L and can color it greedily. The correctness follows from Corollary 3.5 and Observation 4.2
and the memory needed for this designated machine will be 𝑂(𝑛) in expectation by Claim 4.3.
Finally, we can remove the public randomness by having one machine do the sampling first on
its own and share it with all the remaining machines in 𝑂(1) rounds using the standard MPC
primitives of search and sort.

5. Concluding Remarks

In this paper, we simplified the sublinear algorithms of [7] for (Δ + 1) vertex coloring of graphs
with maximum degree Δ. This was achieved by weakening the palette sparsification theorem
(PST) of [7] to our asymmetric palette sparsification theorem (APST), which we show admits
a much simpler proof and coloring algorithm, without limiting its applicability to sublinear
algorithms. At this point, there are several natural questions for future work, which we elaborate
on below.

Since its introduction in [7], PST has found various applications in designing sublinear
algorithms for other graph coloring problems as well. It will be interesting to examine to
what extent APST is tailored to (Δ + 1) coloring and whether, similar to PST, APST can also be
extended to other graph coloring problems. For instance, [2] developed sublinear algorithms
for 𝑂(Δ/log(Δ)) coloring of triangle-free graphs using a different PST targeted to this problem.
Can we also design an APST for this problem?

Another set of questions are regarding “white-box” applications of PST. For instance, [8]
showed how to use ideas from PST, plus various other tools, to design a graph streaming
algorithm for Δ-coloring. Can we use APST to obtain a similar result but without the complicated
algorithms and elaborate case analyzes in [8]? Taking this even further, can one obtain sublinear
algorithms for (Δ−1) coloring [34] or even less colors as in [31] wherein the barrier to colorability
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are “small” subgraphs8. Another example of these white-box applications is in designing Local
Computation Algorithms (LCA) for (Δ+1) coloring [13]; again, can APST lead to simpler and more
efficient LCAs for (Δ+1) coloring, e.g., one with only𝑂(Δ·log (𝑛)) query time (existing algorithms
in [13] have some unspecified poly(Δ) dependence)? Yet another example, is designing dynamic
graph algorithms for (Δ+1) coloring, against adaptive adversaries [10, 22] that use sparse-dense
decompositions and somewhat similar coloring steps as in the PST. Again, can ideas from APST
simplify and further improve these bounds? It is worth mentioning that already some tools
developed in this paper are used in [10] for addressing this problem.

Finally, beside its applicability to sublinear algorithms, PST has also been studied exten-
sively from a purely combinatorial point of view [2, 3, 28, 29, 26, 4]. It thus is natural to consider
APST through the same lens as well; for instance, in the same vein as in [26], we can ask the
following question: suppose we sample lists of average size only two (or some other larger
constant) colors on vertices chosen from some range {1, . . . , 𝑞}; then, what is a (asymptotically)
minimal choice for 𝑞 so that the greedy algorithm that colors the vertices in the increasing order
of their list sizes finds a proper coloring of any given graph from its sampled lists with high
probability? For instance, does 𝑞 = Θ(Δ2) work in this case (perhaps for Δ sufficiently large or
even 𝜔(log 𝑛))? An alternative version of this question, which to our knowledge is not studied
even for PST, is to fix a choice of 𝑞 to be, say, Δ + 1, and instead determines what fraction of
vertices can be properly colored this way?
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dynamic (Δ+1)-coloring against adaptive
adversaries. 52nd International Colloquium on
Automata, Languages, and Programming, ICALP
2025, July 8-11, 2025, Aarhus, Denmark,
volume 334 of LIPIcs, 79:1–79:21. Schloss Dagstuhl
- Leibniz-Zentrum für Informatik, 2025. DOI (12)

[23] Maxime Flin and Parth Mittal. (Δ + 1) vertex
coloring in o(n) communication. Distributed
Comput. 38(1):19–29, 2025. DOI (3)
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A. Appendix: A Self-contained Sublinear Time Algorithm

In addition to our main result, we also present a very simple sublinear time algorithm for
(Δ + 1) coloring in the following theorem. This algorithm has recently and independently been
discovered in [18] and has also appeared as part of lecture notes for different courses [5, 35] at
this point. Finally, this algorithm can also be seen as a simple adjustment to the sublinear time
(Δ + 𝑜(Δ)) coloring algorithm of [32].

THEOREM A.1. There is a randomized algorithm that given any graph 𝐺 with maximum degree
Δ via adjacency list and matrix access, outputs a (Δ + 1) coloring of 𝐺 in 𝑂(𝑛 ·

√︁
𝑛 log 𝑛) expected

time.

We note that unlike our sublinear time algorithm in Theorem 4.1 which was non-adaptive,
namely made all its queries in advance before seeing the answer to them, the current algorithm
is adaptive and needs to receive the answer to each query before deciding its next query.

The algorithm in Theorem A.1 is quite similar to the standard greedy algorithm for (Δ + 1)
coloring. It iterates over the vertices and colors each one greedily by finding a color not used
among the neighbors of this vertex yet (which exists by pigeonhole principle). However, unlike
the greedy algorithm, (𝑖) it crucially needs to iterate over the vertices in a random order, and,
(𝑖𝑖) instead of iterating over the neighbors of the current vertex to find an available color, it
samples a color randomly for this vertex and then iterates over all vertices with this color to
make sure they are not neighbor to the current vertex. Formally, the algorithm is as follows.

1: Let 𝐶1, 𝐶2, . . . , 𝐶Δ+1 be the color classes to be output at the end,
initially set to empty.

2: Pick a permutation 𝜋 of vertices in 𝑉 uniformly at random.
3: For 𝑣 ∈ 𝑉 in the order of the permutation 𝜋:
4: Sample 𝑐 ∈ [Δ + 1] uniformly at random.
5: For every vertex 𝑢 ∈ 𝐶𝑐, check if (𝑢, 𝑣) is an edge in 𝐺; if Yes,

restart from Line (4).
6: If the algorithm reaches this step, color the vertex 𝑣 with 𝑐

and add 𝑣 to 𝐶𝑐.

Algorithm 1. An (adaptive) sublinear time algorithm for (Δ + 1) vertex coloring.

It is easy to see that this algorithm never outputs a wrong coloring (namely if it ever
terminates, its answer is always correct). Any new vertex colored does not create a conflict
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with previously colored vertices (given the algorithm explicitly checks to not color 𝑣 with a
color 𝑐 if one of its neighbors is already colored 𝑐) and thus at the end, there cannot be any
monochromatic edge in the graph. The interesting part of the analysis is to show that the
algorithm terminates quickly enough, which is captured by the following lemma.

LEMMA A.2. For any input graph 𝐺 = (𝑉, 𝐸), the expected runtime of Line 1 is

𝑂

(
𝑛2

Δ
· log Δ

)
time.

To continue, we need to set up some notation. For any vertex 𝑣 ∈ 𝑉 , we define the random
variable 𝑋𝑣 as the number of (𝑢, 𝑣) queries checked by the algorithm in the for-loop of coloring
𝑣. Additionally, for any 𝑣 ∈ 𝑉 and permutation 𝜋 picked over 𝑉 , define 𝑁<

𝜋 (𝑣) as the neighbors
𝑢 of 𝑣 with 𝜋(𝑢) < 𝜋(𝑣), namely the ones that are colored before 𝑣 by Algorithm Line 1. Let
deg<𝜋 (𝑣) :=

��𝑁<
𝜋 (𝑣)

��. We start with the basic observation that the runtime of Line 1 can be stated
in terms of the variables {𝑋𝑣}𝑣∈𝑉 .

OBSERVAT ION A.3. The expected runtime of Line 1 is 𝑂(∑𝑣∈𝑉 E [𝑋𝑣]).

PROOF . By definition, 𝑋𝑣 is the number of queries checked in the for-loop of coloring 𝑣. The
algorithm repeats this for-loop for all 𝑣 ∈ 𝑉 , so the expected runtime is the number of all queries
checked in this algorithm which is proportional to E [∑𝑣∈𝑉 𝑋𝑣]. Applying linearity of expectation
concludes the proof. ■

Our task is now to bound each of E [𝑋𝑣] for 𝑣 ∈ 𝑉 to bound the runtime of the algorithm
using Observation A.3.

LEMMA A.4. For any vertex 𝑣 ∈ 𝑉 and any choice of the permutation 𝜋:

E [𝑋𝑣 | 𝜋] ⩽
𝑛

Δ + 1 − deg<𝜋 (𝑣)
.

To prove Lemma A.4, we first need the following claim.

CLAIM A.5. Fix any vertex 𝑣 ∈ 𝑉 , any choice of the permutation 𝜋, and any assignment of colors
𝐶(𝑢1), 𝐶(𝑢2), . . . by Line 1 to all vertices that appear before 𝑣 in 𝜋. Then,

E [𝑋𝑣 | 𝜋] =
E [|𝐶𝑐 | | 𝜋]

Pr
(
𝑐 does not appear in 𝑁<

𝜋 (𝑣) | 𝜋, 𝐶(𝑢1), 𝐶(𝑢2), . . .
) ,

where in the RHS, both the expectation and the probability are taken with respect to a color 𝑐
chosen uniformly at random from [Δ + 1].

PROOF . Define the colors 𝐵(𝑣) as the set of colors that appear in 𝑁<
𝜋 (𝑣), that is

𝐵(𝑣) :=
{
𝑐 ∈ [Δ + 1] | there exists 𝑢 ∈ 𝑁<

𝜋 (𝑣) with 𝑐(𝑢) = 𝑐
}
.
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For every color 𝑐, if 𝑐 is in 𝐵(𝑣) then 𝑣 cannot be colored by 𝑐, and otherwise it can. The
probability of picking each color 𝑐 is 1/(Δ + 1). For 𝑐 ∉ 𝐵(𝑣), the number of needed queries
before coloring 𝑣 is |𝐶𝑐 |. For 𝑐 ∈ 𝐵(𝑣), the algorithm first needs to check up to |𝐶𝑐 | queries to
know this color is not available to 𝑣, and then it simply needs to repeat the same exact process.
As such,

E [𝑋𝑣 | 𝜋] =
∑︁
𝑐∉𝐵(𝑣)

1
Δ + 1

|𝐶𝑐 | +
∑︁
𝑐∈𝐵(𝑣)

1
Δ + 1

( |𝐶𝑐 | + E [𝑋𝑣 | 𝜋]) = E [|𝐶𝑐 | | 𝜋] +
|𝐵(𝑣) |
Δ + 1

· E [𝑋𝑣 | 𝜋] .

We can also define the probability of 𝑐 not appearing in 𝑁<
𝜋 (𝑣) in terms of |𝐵(𝑣) | as below:

Pr
(
𝑐 does not appear in 𝑁<

𝜋 (𝑣) | 𝜋, 𝐶(𝑢1), 𝐶(𝑢2), . . .
)
= 1 − |𝐵(𝑣) |

Δ + 1
.

By solving the recursive equation above, we get that

E [𝑋𝑣 | 𝜋] =
E [|𝐶𝑐 | | 𝜋]

Pr
(
𝑐 does not appear in 𝑁<

𝜋 (𝑣) | 𝜋, 𝐶(𝑢1), 𝐶(𝑢2), . . .
) . ■

Using Claim A.5, we can conclude the proof of Lemma A.4.

PROOF OF LEMMA A.4 . Each color 𝑐′ ∈ [Δ+1] is chosen with probability 1/(Δ+1) in Line (4)
of the algorithm. Thus,

E [|𝐶𝑐 | | 𝜋] =
∑︁

𝑐′∈[Δ+1]
Pr (𝑐 = 𝑐′ | 𝜋) · |𝐶𝑐′ | ⩽

𝑛

Δ + 1
,

as the sets {𝐶𝑐′ | 𝑐′ ∈ [Δ + 1]} are disjoint and partition the already-colored vertices which are
at most 𝑛 vertices. At this point, at most deg<𝜋 (𝑣) colors have been used in the neighborhood of
𝑣 and thus cannot be used to color 𝑣. As such,

Pr
(
𝑐 does not appear in 𝑁<

𝜋 (𝑣) | 𝜋, 𝐶(𝑢1), 𝐶(𝑢2), . . .
)
⩾ 1 −

deg<𝜋 (𝑣)
Δ + 1

.

Using Claim A.5 and the above bounds, we conclude

E [𝑋𝑣 | 𝜋] =
E [|𝐶𝑐 | | 𝜋]

Pr
(
𝑐 does not appear in 𝑁<

𝜋 (𝑣) | 𝜋, 𝐶(𝑢1), 𝐶(𝑢2), . . .
)

⩽
𝑛

Δ + 1 − deg<𝜋 (𝑣)
. ■

By Lemma A.4 (and Observation A.3), for any choice of the permutation 𝜋 in Line 1,

E [runtime of Line 1 | 𝜋] = 𝑂(1) ·
∑︁
𝑣∈𝑉

𝑛

Δ + 1 − deg<𝜋 (𝑣)
. (1)

We now consider the randomness of 𝜋 to bound the RHS above in expectation over 𝜋.

LEMMA A.6. We have,

E
𝜋

[∑︁
𝑣∈𝑉

𝑛

Δ + 1 − deg<𝜋 (𝑣)

]
= 𝑂

(
𝑛2

Δ
· log Δ

)
.



18 / 18 S. Assadi, H. Yazdanyar

PROOF . Using the linearity of expectation, we have

E
𝜋

[∑︁
𝑣∈𝑉

𝑛

Δ + 1 − deg<𝜋 (𝑣)

]
= 𝑛 ·

∑︁
𝑣∈𝑉
E
𝜋

[
1

Δ + 1 − deg<𝜋 (𝑣)

]
.

For each permutation 𝜋, deg<𝜋 (𝑣) depends on 𝑣’s relative position in the permutation 𝜋

with respect to its neighbors and it can vary from 0 to deg(𝑣). Each of these positions happens
with the same probability 1/(deg(𝑣) + 1). Hence, for every vertex 𝑣 ∈ 𝑉 ,

E
𝜋

[
1

Δ + 1 − deg<𝜋 (𝑣)

]
=

deg(𝑣)∑︁
𝑑=0

1
deg(𝑣) + 1

· 1
Δ + 1 − 𝑑 ⩽

Δ∑︁
𝑑=0

1
Δ + 1

· 1
Δ + 1 − 𝑑 = 𝑂

(
log Δ

Δ

)
,

where the inequality holds because if we let 𝐴 := {𝑛/(Δ + 1 − 𝑑)}Δ
𝑑=0, then, in the LHS, we are

taking the average of the smallest deg(𝑣) + 1 numbers in 𝐴, whereas in the RHS we are taking
the average of all of 𝐴. Plugging in this bound in the equation above concludes the proof. ■

Lemma A.2 now follows immediately from Equation (1) and Lemma A.6. We can now use
this to wrap up the proof of Theorem A.1.

PROOF OF THEOREM A.1 . First, we consider the case Δ ⩾
√︁
𝑛 log 𝑛. In this case, we use

Line 1, which relies on the adjacency matrix to access the input graph. By Lemma A.2 we know
that this algorithm has expected runtime 𝑂( 𝑛2

Δ · log Δ) which is 𝑂(𝑛
√︁
𝑛 · log(𝑛)) by the lower

bound on Δ.
If Δ <

√︁
𝑛 log 𝑛we can use the standard deterministic greedy algorithm for vertex coloring

which has linear runtime of 𝑂(𝑛Δ). This algorithm uses an adjacency list to access the graph.
This is again 𝑂(𝑛

√︁
𝑛 log 𝑛) by the upper bound on Δ in this case, concluding the proof. ■
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